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• Image Quality Assessment (IQA) 
- Analysis of the perceptual quality 
of an image affected by distortions.
• Applications - Image enhancement, 

restoration, and compression.

• We focus on designing deep quality features in a completely blind 
IQA framework. Our main contributions are:
• A two-stage self supervised quality feature learning approach
• The use of only positives in contrastive learning while training on 

authentically distorted images.
• Mutual information based loss function to mitigate content 

dependence.
• Improved version of variational approximation used while 

estimating the mutual information loss.

• Start with a pre-trained network 
• M-SCQALE [1] – performs contrastive learning on 

synthetically distorted images.
• Push and pull features from differently distorted images.

• Authentically distorted images: no way of finding negatives.
• We adopt the SimSiam [2] framework which works with only 

positives.

• Working with only positives – can learn the content 
correlation between two patches.

• Minimize mutual information between quality features and 
content information using Contrastive Log-ratio upper 
bound (CLUB) [3].

• Estimated using a variational approximation 𝑞𝜃(. ) as:

• According to the authors of CLUB, 𝜃 should 
be updated such that 𝑞𝜃(𝑌, 𝑍) is similar to
𝑝(𝑌, 𝑍), than to 𝑝 𝑌 𝑝(𝑍).

• Does not guarantee if 𝑝 𝑌 𝑝 𝑍 is different 
from 𝑞𝜃 𝑌, 𝑍 .

• Fit MVG models to 
quality features of:
• input image patches
• corpus of sharp and 

colorful pristine patches.
• Quality score computed as a 

distance between 
distributions.
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